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ABSTRACTÆ   Artificial neural networks are algorithms for cognitive
tasks, such as learning and optimization. They have the ability to learn
and generalize from examples without knowledge of rules. Research
into artificial neural networks and their application to structural engi-
neering problems is gaining interest and is growing rapidly. The use
of artificial neural networks in structural engineering has evolved as a
new computing paradigm, even though still very limited.

The objective of this paper is to introduce the concept, theoretical
background, advantages, and shortcomings of artificial neural net-
works technology. Next, some recent applications in structural engi-
neering are briefly reviewed. Then, a conclusion is drawn.

1. Introduction

Artificial neural networks are a family of numerical learning techniques. They
consist of many nonlinear computational elements that form the network nodes,
linked by weighted interconnections. Research into artificial neural networks
(ANNs) is trying to model the human brain neurons and their processes. The hu-
man nervous system is composed of a vast number of single, interconnected cel-
lular units, the neurons[1]. Neural network models are algorithms for cognitive
tasks, such as learning and optimization. They have the ability to learn and gen-
eralize from examples without knowledge of rules. The pioneering work in this
field is attributed to McCulloch and Pitts[2]. Recently, ANNs are gaining inter-
est in civil engineering. They have been used to solve many structural analysis
and design problems.

This paper introduces the concept, theoretical background, benefits, and
shortcomings of artificial neural networks technology. Then, the architecture
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and mathematic learning techniques used to train multi-layer back-propagation
neural networks are briefly described. Next, some prototype applications of
ANNs to structural engineering are briefly reviewed. Then, a conclusion is
drawn.

2. Artificial Neural Networks 

From a computational point of view, an ANN consists of a large number of
interconnected processing units. Each processing unit or node, modeled as neu-
ron, receives input from other units to which it is connected, carries out a pro-
cess (or computation), and transmits the output to other processing units. Each
node (processing unit) in a neural network performs a single computation, inde-
pendently of the other nodes. Thus, neural networks have a parallel structure,
which allows them to take advantage of parallel processing computers. 

The typical architecture of a biological neuron is as shown in Fig. 1. The cen-
tral part is called the cell body. From it, project several extensions, the den-
drites, as well as a single tubular fiber, the axon, which in turn, ramifies into a
number of small branches. The dendrites serve as receptors for signals from ad-
jacent neurons. The role of the axon is the transmission of the neural activity to
other nerve cells. The synapses are the junctions between the neurons.

FIG. 1. Schematic view of a biological neurone.

ANNs have been applied to a number of problems with variable success[1,3,4]:
speech recognition, image processing, pattern recognition, classification, opti-
mization problems, robotics and control, and medical and commercial applica-
tions. Problems that are most suitable for ANN applications have the following
characteristics[5]:

* Applications are data-intensive and depend on multiple criteria
* Problem area is rich in historical data or examples
* Data set is incomplete, noisy, and/or contains errors
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* The function to determine solutions is unknown or tedious.

3. Artificial Neural Network Architecture

Different ANN topologies exist, the well known are[6,7]: Competitive learn-
ing network, the Boltzmann machine, the Hopfield network, and the Back-
propagation (multi-layered ) network. The latter type gets its name from the
way it learns, by back-propagating the errors seen at the output nodes. The
back-propagation network model is the most widely used by most neural net-
work application developers. 

A typical example of a back-propagating network architecture is shown in
Fig. 2, where the processing units in this network are arranged in layers. Each
neural network has an input layer, an output layer, and a number of hidden
layers. The latter compute complicated associations between patterns, and the
propagation takes place in a feed-forward manner, from the input layer to the
output layer.

FIG. 2.  Architecture of a back-propagation neural network.

Associated with each connection between two units is a numerical value Wij,
which represents the weight of that connection[8]: Wij Ω weight of connection
between units i and j. These weights are modified during the training of the neu-
ral network in an iterative process. When the iterative process has converged,
the collection of connection weights captures and stores the information present
in the example used in its training.
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A feed-forward network computation in a back-propagation neural network
proceeds as follows:

1 � The units in the input layer receive their activations in the form of an in-
put pattern. This initiates the feed-forward process.

2 � The processing units in each layer receive outputs from other units and
perform the following computations (as shown in Fig. 3):

FIG. 3.  Schematic representation of processing within an artificial neuron.

a) Compute their net input Nj

  (1)

in which Qk  Ω output from units branching on unit j,

wjk  =  weight associated with the output Qk ; and

  M  =  number of units branching on unit jÆ

b) Compute their activation values from their net input values

aj = Fj ( Nj ) (2)

Fj is usually a sigmoid function (activation function). Both the function and
its derivatives are continuous everywhere.

(3)
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c) Compute their outputs from their activation values.

3 � The output values are sent to other processing units along the outgoing
connections.

4 � This process continues until the processing units in the output layer com-
pute their derivation values. These activation values are the output of the neural
computations.

The training of a back-propagation neural network can be envisaged as fel-
lows: during the forward propagation step, the input patterns generate a forward
flow of signal from the input layer to the output layer. The error of each output
node is then computed from the difference between the computed output and
the desired output. The second stage involves adjusting the weights in the hid-
den and output layers in order to minimize the difference between the actual and
desired output. This training is classified as a supervised training algorithm[6].

Thus, the network learns how to respond to patterns of data presented to it. Dif-
ferent learning algorithms exist for training neural networks. The most com-
monly used one is the Delta rule[9] (or back-error propagation algorithm), which
can be applied to adjust connections weights so that the network can predict un-
known examples correctly. 

The behavior of an ANN depends on its topology, the weighting system used,
and the activation function[9]. The choice of the activation function is based on
the types on input and outputs desired and on the learning algorithm to be used.
In addition , there is no direct way of determining the most appropriate number
of nodes (processing units) to include in each hidden layer. The choice of the
number of layers, the size of each layer, and the way each layer is to be connect-
ed is left to the developer to experiment with. Increasing the number of hidden
layer nodes makes the network more powerful, but the training time and opera-
tion of the network will be increased. A general rule is to start with a simple
network with one hidden layer, and then increasing the hidden layers and ob-
serve the performance of the network until the best architecture of the network
is reached. 

ANN could be developed using special development tools. For example, sever-
al software programs are spreadsheet-based. Other software tools are designed to
work with expert systems as hybrid development tools. Also, there are some neu-
ral network shells which exist for commercial use. The advantage of these shells
is that programming experience is not required and programming time is reduced.
For example NeuroShell[10] is an ANN development environment based on back
propagation and is best for stand-alone systems. References[10 and 11] list some of
the used ANN development systems. ANN can also be implemented directly as
semiconductor circuits, or using electro-optical technology[4].
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Goh[12] has presented a simple example of the application of ANN in structu-
ral engineering. The example is included here for clarification purpose. This ex-
ample involves the computation of the deflection of a cantilever beam subjected
to a point load as shown in Fig. 4. The neural network is composed of an input
layer with 3 input nodes (P, 1/EI, and L). The input values were normalized to
be in the range 0-1. The output layer contains one single node which represent
the normalized deflection. The hidden layer contains 3 nodes.  During the train-
ing session, 45 sets of input data was used[12], each set comprised randomly se-
lected values of P, 1/EI, and L. The normalized deflection was used as the de-
sired output value. Sample training patterns, testing data, and the comparison of
the theoretical and predicted deflections can be found in reference[12].

FIG. 4.  Example application[10].

4. Structural Engineering Applications

Research on the application of ANNs to civil engineering problems is grow-
ing rapidly. The use of ANNs in structural engineering has evolved as a new
computing paradigm, even though still very limited. It has been applied for dif-
ferent areas such as: structural design, material behavior modeling, damage as-
sessment, structural analysis, and FE analysis. In the following section some
prototype applications in structural engineering are briefly described.

Structural Design

Mukherjee and Deshpande[13] have used ANNs for modeling an initial design
process. They developed a multi-layer feedforward network model for the ini-
tial design of reinforced concrete rectangular single-span beams. They used two
hidden layers and 8 nodes in the input layer. One node each was selected for
span, dead load, and live load. For type of steel, one node each was assigned for
the three grades of steel. Similarly, for the two possible grades of concrete, M-
15 and M-20, two nodes were provided. The output layer consists of a node
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each for area of tensile steel, depth, width, cost of beam per meter, and the mo-
ment capacity. The network has been tested to predict the probable values of
different beam parameters for new examples.

Abdallah and Stavroulakis[14] developed a back-propagation neural network
model that uses experimental steel connections data for an estimation of the me-
chanical behavior of semi-rigid steel connections. Two types of steel structure
connections have been considered: single-web-angle beam-to-column and sin-
gle-plate beam-to-column connections. The design variables used for the train-
ing and testing of the neural network are: number of bolts, web angle, thickness
of the plate, and length. These design variables were taken as input data, and the
measured moment-rotation curve is considered as the output data for the neural
network. 

Chen et al.[15] developed a back-propagation neural controller for active con-
trol of structures under dynamic loading. Their model consists of two parts:
Neural Emulator Network to represent the structure to be controlled; and Neural
Action Network to determine the control action on the structure. The neural em-
ulator network is constructed with a four-node input layer, a four-node hidden
layer, and a one-node output layer. The input data to the network are displace-
ments on the roof and ground floor, the output of the network is the displace-
ment on the roof at the next time step.

StructNet[16] a neural network model to select the most effective structural
member materials given a building project's attributes. StructNet was developed
using the THINK C compiler. The input for StructNet include construction pro-
ject parameters, which include information about the building design and the
project constraints. The output for the network is the percentage of times a par-
ticular type of beam, column, or slab was used for similar training project. The
neural network contains 15 input nodes, 1 hidden layer with 15 nodes, and 14
output nodes.

Kang and Yoon[17] developed a two-layer neural network (single-layer per-
ceptron) for truss design. The type of truss used in their model is a simple one
and the problem considered is the selection of economical member areas that
will satisfy stresses requirements. The input data to the network are horizontal
and vertical loads at the truss joints. The output of the network is the design are-
as of all members of the truss.

NEUROFLOOR[18] is a neural network system to assist building designers
and engineers in the design of steel bar joist flooring systems. The input param-
eters include joist span length; joist spacing; live load. The output parameter for
the network are the steel bar joist type and size. NEUROFLOOR was developed
using the software package NeuroShell 4.1[18], which is a back-propagation,
single hidden-layer, feed-forward network.
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Material Behavior Modeling

Ghaboussi et al.[8] developed a back-propagation neural network for model-
ing the behavior of concrete in a state of plane stress under monotonic biaxial
loading and compressive uniaxial cyclic loading. The processing units in the in-
put and output layers of the neural network represent stresses, strains and their
increments. The neural network has six units in the input layer and two units in
the output layer, and the six input units are two stresses, two strains, and two
stress increments; and the output units are two strain increments.

Structural Damage Assessment

Elkordy et al.[19, 20] developed a neural network system for structural damage
monitoring. The network was to detect the damage and to determine its class.
The network was composed of eight input nodes, nine hidden nodes, and two
output nodes. The neural network model developed can diagnose damage based
on simultaneous consideration of different data sets representing different signa-
tures of the structures.

Kirkegaard and Rytter[21] developed a Multilayer Perceptron (MLP) network
for damage assessment of  cracked straight steel beams based on vibration
measurements. The MLP network was trained using the back-propagation algo-
rithm, and the 5 lowest modes of the bending natural frequencies were used as
training tests. A four layers neural network was used with 5 input nodes, 7
nodes in each of the two hidden layers and 2 output nodes. The output nodes
give the crack location and size.

Stephens and VanLuchene[22] explored the use of ANNs for the damage as-
sessment in determining the safety condition of a structure following a seismic
event. The input to the neural network consists of three types of damage indi-
ces: maximum displacement, cumulative dissipated energy, and stiffness degra-
dation. The network contained single middle layer with seven nodes per layer.
The neural network model was developed using the computer program NNICE[23]. 

Begum et al.[24] developed an ANN system for the testing of concrete surfac-
es. FEM has been used to simulate defective components subject to impact-echo
systems. The output of the FEM results are interpreted using the neural network
which predicts the depth range of the crack in the concrete surface. The input to
the network is the amplitudes at equidistant sampling points on the amplitude-
frequency spectrum. The output of the network is the overall probability of the
defect interface occurring within a given depth range.

Watson et al.[25] used ANN for pile integrity testing. The network is com-
posed of an input layer of 102 processing units, one hidden layer with 15 pro-
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cessing units. The neural network detects a pile shape directly from its spec-
trum. The output from the network was the pile position of fault and length. The
velocity response of the pile head to a hammer blow was generated by the FEM
using the LUSAS software[25].

Takahashi and Yoshioka[26] developed a neural network system for fault
identification in a beam structure. The network used has 4 layers with 5 input
nodes, 5 nodes and 6 nodes in each hidden layers and 2 output nodes. The net-
work was trained with numerical values of the relative changes of the lowest
five natural frequencies of the beams.

Szewczyk and Hajela[27] developed a counter-propagation ANN for structural
damage detection. The network was used to model the inverse mapping be-
tween a vector of the stiffness of individual structural elements and the vector
of the global static displacements under a testing load. The network has one in-
put layer, one hidden layer, and one output layer. The input to the network is the
static displacement vector and the output is the Young's moduli.

Structural Analysis

Flood and Kartam[28, 29] introduced the concepts, theoretical limitations, and
efficiency of ANN with reference to a simple structural analysis example. Is-
sues such as: number of hidden layers and hidden nodes, distribution and format
of training patterns, validation of network, and processing speed have been in-
vestigated. They concluded that the success of a neural network implementation
is dependent on the followings: quality of the data used for training, type and
structure of the network, method of training, and the way in which both input
and output data are structured and interpreted.

Gunaratnam and Gero[30] studied the effect of the representations used to de-
scribe the patterns that the network learns to map on the performance of multi-
layer feedforward networks in structural engineering applications. In their mod-
el they have used dimensional analysis technique to define the space in which
learning is to take place. Load position-bending moment patterns in beams has
been used as an example for their model. They have noticed that an improve-
ment in the performance of the network compared with other researchers has
been made, and they recommended that their approach can be applied to other
domain where dimensional analysis is applicable.

Anderson et al.[31] developed an ANN to predict design moment resistance
and secant stiffness for minor axis steel connections. The input variables to the
network included: depth of section, flange and web thickness for column, flange
breadth and depth of section for beam, number of bolts and plate thickness for
the connection plate. The outputs are the ultimate moment and the joint rotation.
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The network is composed of 7 nodes input layer, 7 and 4 nodes in the first and
second hidden layers respectively, and 2 nodes output layer. 

Adeli and Park[32] compared the performances of back-propagation and
counter-propagation (CPN) learning algorithms for structural engineering appli-
cations. The CPN is a combination of supervised and unsupervised (self-
organizing) mapping neural network, whereas the back-propagation is a super-
vised learning algorithm. They concluded that the CPN can improve the conver-
gence speed of neural network learning algorithms. Two examples have been
used to test their CPN model: a simple reinforced concrete beam, and a simply
supported rectangular plate, both subjected to a unit concentrated load. The
CPN model was developed in FORTRAN on a Cray YMP8/864 machine using
CF77 compiler. 

Rogers[33] proposed guidelines for designing and training a neural network to
simulate a structural analysis program and to reduce the amount of time it takes
an optimization process to converge to an optimum design. These guidelines in-
clude the selection of training pairs and determining the number of nodes on the
hidden layers. He investigated the problem of optimizing the shape of a beam to
minimize the weight while satisfying stress constraints. The network was creat-
ed with 5 nodes input layer and 41 nodes on the output layer. The network was
developed using a tool called NETS/PROSS[33]. 

Jenkins[34] investigated the application of ANN to structural analysis with
reference to their organization, input and output processing, topology, and train-
ing. He applied a neural network model to analyze a multi-storey structural
frame subjected to gravity and wind loads. A neural network with 4 input nodes
and bias node, and a variable number of nodes in the hidden layer and 3 nodes
in the output layer was used. The input data to the network comprises: outer bay
span, storey height, and beam and column second moments of area. The output
nodes represent the structure displacements and stress resultants.

Finite Element Analysis

Khan et al.[35] implemented a neural network system for finite element mesh
generation to determine the number of mesh elements generated in a subdo-
main. A parallelisation method using a multiple instruction multiple data memo-
ry architecture has been used to speed up the back-propagation algorithm. The
input data to the network are data regarding the geometry of individual element
and nodal mesh parameters. The output for the network is the number of trian-
gle finite elements and nodal meshes generated. The neural network was devel-
oped using the program NETS 2.01[35].

Goh et al.[36] used back-propagation neural network for the multivariate mod-
eling of FEM data. They applied their model for the initial estimate of the maxi-
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mum wall displacements for braced excavation in soft to medium clays. The
data to train the network was derived from extensive finite element parametric
studies. The neural network consisted of 7 input variables, 3 nodes hidden layer,
and a single node output layer. The input to the network are: excavation width
and height, depth to bedrock, soil strength and stiffness. The output from the
network is the maximum lateral wall deflection.

Topping and Bahreininejad[37] examined the use of parallel unsupervised re-
current ANN to the partitioning of unstructured adaptive meshes for domain de-
composition of FE meshes for explicit time-stepping dynamic analysis. In their
approach they partitioned a coarse mesh on the basis of the predicted number of
triangular elements which will be generated within each triangle of the coarse
mesh after the remeshing. The neural network was implemented using T800
transputers.

5. Summary and Conclusion

In this paper the concept and theoretical background of ANNs have been in-
troduced. ANNs form a family of numerical learning techniques. They can be
used to model any nonlinear mapping between variables and can be considered
as complementary to the existing conventional programming tools. The novelty
of ANNs lies in the way in which the novel computing techniques are able to
contribute new and effective solutions to problems that have challenged the
power of more conventional methods.

The investigation described in this paper has provided a valuable insight and
identified a number of advantages and shortcomings of using ANNs in structu-
ral engineering. Some of the advantages of ANNs are:

* The ability to extract information from incomplete and noisy data. 
* Acquire experience and knowledge through self training and organization

of the knowledge.
* The potential for very fast optimization. 
* Their suitability for problems in which algorithmic solutions are difficult to

develop or do not exist. 
* Suitability of rapid application development

The shortcomings of ANNs can be summarized in the following points:

* ANN are 'black boxes'. They provide solutions and results without being
able to explain how they arrive at their solutions. 

* ANN are not very good at performing symbolic computations. 
* There are no formal techniques for developing ANN applications. There-

fore suitable experiments have to be conducted to determine the best ANN ar-
chitecture and design. 
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* Accuracy of ANN's performance is dependent to a large extent upon the
quality of the training examples, and no guarantee of success in finding an ac-
ceptable solution.

* ANN can only provide solutions to the set of problems with which they
were trained.

Different ANN applications in structural engineering have been reviewed.
Most of the developed ANNs are based on the back-propagation algorithm, pri-
marily due to its simplicity.  In addition, many current ANN applications have
been developed as stand-alone systems with little integration with other sys-
tems, and have not reached the full deployment in the construction industry.

ANNs can be made more powerful systems if they are integrated and used as
front-end to expert systems. In particular, this approach is relevant in structural
engineering where all successful applications of expert systems provide power-
ful means for the user to manage and understand the performance of these tools.
In the near future, ANNs will have an increased impact and more prototypes
will be developed for other civil engineering applications. Despite promising re-
sults in various engineering applications, the development of ANNs still re-
quires extensive experimentation, imagination, and human judgment.
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